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Abstract—As an effort to prevent the spread of the Covid-19, various countries have implemented health protocol policies such as work-from-home, social distancing, and face mask-wearing in public places. However, monitoring compliance with the policy is still difficult, especially for the face mask policy. It is still managed by humans and is costly. Thus, this research proposes a face mask-wearing detection using a soft-margin Support Vector Machine (SVM). There are three main stages: feature selection and preprocessing, model training, and evaluation. During the first stage, the dataset of 3833 images (1915 images with face masks and 1918 images without face masks) was prepared to be used in the training stage. The training stage was conducted using SVM added with the soft-margin objective to overcome images that could not be separated linearly. At the final stage, evaluation was conducted using a confusion matrix with 10 folds cross-validation. Based on the experiments, the proposed method shows a performance accuracy of 91.7%, a precision of 90.3%, recall of 93.5%, and an F-measure of 91.8%. Our method also worked fast, taking only 0.025 seconds to process a new image. It is 7.12 times faster than Deep Learning which requires 0.18 seconds for one classification.
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1 INTRODUCTION

The COVID-19 pandemic has impacted not only the health sector, but also the social, educational and economic sectors globally [1]. Prevention efforts are continuously being carried out by various countries by urging the public to work from home, keep a distance from other people when leaving the house and use masks in public places [2]. However, monitoring compliance of the policy is still difficult especially for the use of masks [3].

Face mask-wearing monitoring in public places is still mostly done manually by involving humans [4]. This is not effective in terms of energy, time and cost. Moreover, humans’ involvement in face mask monitoring also has the potential to make humans a spreader to the community. To solve this problem, the use of technology, especially image processing, is needed [5], [6].

Image processing has been proposed by several researchers as a solution for monitoring the use of masks. These researches combine image processing and Artificial Intelligence (AI) to classify images of people with face mask and without face mask. Research conducted by Yadav et al. shows AI-based face mask detection using Deep Learning [7]. This research process image by extracting face area as feature from complete image and process it with deep learning. It claims that the proposed method provides an accuracy of up to 95%. The same method was also used in the Militant’s research to make real-time face mask detection using the Convolutional Neural Network (CNN) with an accuracy of 96% [8]. However, the use of Deep Learning requires a high computational process with large resources [3] so that these studies use GPUs for the training process.

The high computational process in the case of face mask detection is then tried to be solved in Chowdary’s research which proposes face mask detection using Transfer Learning [3]. This study utilizes a pre-trained Deep Learning model so that the computational training process can be minimized. The evaluation shows that Chowdary’s research has 99.92% of accuracy. The concept of Transfer Learning is also used by Bhuiyan et al. [9] with 96% accuracy. The problem is that the computational process for these studies is still carried out using Google Colab’s resources. Consequently, the efficiency of the computing process on local resources still needs to be proven.

Previous research has shown that Deep Learning is very often used in the case of face mask detection because of its high level of accuracy. However, the challenge of the face mask detection system is not only about achieving high accuracy, but also having computational efficiency so that it can be implemented easily and inexpensively with minimum resource requirement in various public places. Therefore, further research related to face mask detection methods that are accurate and computationally efficient is needed.

This research proposes a face mask-wearing detection system using a Machine Learning algorithm, namely Support Vector Machine (SVM). SVM is chosen because it has a simpler computational process than Deep Learning [10] so it is easier to apply but with good accuracy [11]. Furthermore, this research also adds a soft-margin objective to the SVM to overcome images that cannot be separated linearly both in the training process and in the implementation stage.

This research is structured as follows: Section 2 shows the proposed method. Section 3 describes the results and analysis. Section 4 concludes this study and the possibilities for further research.

2 METHOD

There are four main stages that are conducted in this research: collection of datasets, pre-processing, classification with SVM and evaluation. These stages are shown in Fig. 1.

2.1 Dataset

The dataset used is an image dataset from Kaggle, namely the Face Mask Detection (FMD) dataset. This dataset has a total of 3833 images which are divided into two categories, namely images with mask (1915 images) and without mask (1918 images).

This dataset is chosen because it has images of people with original masks (not simulated face masks), so the dataset is very representative in real world condition. The image examples for people wearing masks and not is shown in Fig. 2.
2.2 Feature Selection and Preprocessing

Feature selection in this study is conducted by cropping the face area from a complete image (face region extraction). This process is carried out to reduce features and leave only an important part of the region of interest (ROI) of this study, namely the face. The face cropping process is carried out in two stages which are facial region detection and facial region cropping process.

In the first stage of feature selection, the system needs to detect facial regions in an image, this process is done using Haar Cascades Frontal Face. Haar Cascades Frontal Face is a pre-trained face detector from OpenCV that stores the coordinates of face shapes in XML format. If the facial region is successfully detected from the image, the second stage is then carried out by capturing/cropping the face from the full image using OpenCV. The illustration of the face selection process on the image data is illustrated in Fig. 3.

![Figure 3. Feature selection process](image)

After the face image has been successfully extracted from the complete image, the pre-processing is then carried out to normalize the image to the form that can be processed in SVM which is numerical data [2]. In this research, pre-processing includes four stages. The four stages are resizing the dimensions of the dataset image, transforming the image into a matrix of integers, reshaping the matrix into a list of arrays and simplifying the array dimensions through a flattening process, so it can be processed using SVM. All pre-processing stages can be explained as follows:

2.2.1. Resizing the dimensions images: The stage to uniform the size/dimensions of the image in the dataset. This is necessary because the dimensions of the images in the dataset used vary. Varied dimensions can cause bias in intraining and reduce accuracy. Uniformity of image dimensions is done by changing all image dimensions to 100x100 pixels.

2.2.2. Image to Integer: The process of converting an image into a matrix of integers. This process is done by utilizing the OpenCV library in Python. The result is as shown in Fig. 4.

![Figure 4. Illustration of image to Integer result](image)

2.2.3. Reshaping: The reshaping process aims to convert the matrix of integers into a list of integers. The reshaping results are shown in Fig. 5.

![Figure 5. Illustration of reshaping result](image)
2.2.4. **Flattening**: This process aims to simplify the dimensions of the integer to a lower number ranging from 0 to 1, so it is easier for SVM to process. Flattening is done by dividing each integer by 255. The result illustration is shown in Fig. 6.

![Flattening Result](image)

2.3 **Support Vector Machine (SVM)**

In this study, the SVM method was used as an image classification machine that can classify images of people wearing face masks or not. SVM works by finding the best hyperplane by maximizing the distance between classes [12], [13]. The distance between classes is the maximum distance between data objects in each class [14]. An illustration of determining the hyperplane in SVM is shown in Fig. 7.

![Hyperplane Illustration](image)

In Fig. 7, the patterns X and O are representations of classes 0 and 1. Pattern X describes the distribution of class 0 data and pattern O describes class 1. SVM then works to find the best dividing line (decision boundary) between the two groups of data, this process becomes the learning process in SVM [15]. The result of the process of finding the best dividing line is called a hyperplane [16].

This research uses SVM with a linear kernel. This setup is chosen because it only aims to detect two classes: images with face mask and without face mask. The SVM learning process in this study can be described. For example, the data is denoted as \(x, y \in \mathbb{R}^n\) and the label of each data is denoted \(y_i \in \{1, 0\}\) for \(i = 1, 2, ..., n\) where \(n\) is the number of data, and \(b \in \mathbb{R}\). The class assumption used is 1 and 0 which can be completely separated by a hyperplane on dimension \(d\) defined as in Equation 1.

\[
w^T x_2 + b = 0
\]  
(1)

The pattern of \(x\) data that belongs to class 1 can be formulated as a pattern that meets Equation 2.

\[
w^T x_2 + b = +1
\]  
(2)

While the data pattern \(x\) which belongs to class 0 is formulated by Equation 3.

\[
w^T x_2 + b = -1
\]  
(3)

The largest margin of the two classes can be found by maximizing the value of the distance between the hyperplane and its closest point through Equation 4.

\[
\frac{1}{\|w\|}
\]  
(4)

For linear classification cases, the SVM conducts optimization on primal space using Equation 5.

\[
\min \frac{1}{2} \|w\|^2
\]

for

\[
y_i(w x_i + b) \geq 1, i = 1, ..., l
\]  
(5)

Where \(x_i\) is the input data, \(y_i\) is the output of \(x_i\) and \(w, b\) are the parameters whose values need to be known. The goal to be achieved from the equation is the minimization of the objective function \(\frac{1}{2} \|w\|^2\) or maximize quantity \(\|w\|^2(w^T w)\) with due regard to the limits \(y_i(x_i + b) \geq 1\) for output \(y_i = +1\) and \(y_i(x_i + b) \leq -1\) for output \(y_i = -1\).

In order to avoid bias during training due to data that is not feasible (data that cannot be separated linearly), the slack factor \((\xi)\) is used. Slack factor is used to provide optimization on the data that causes bias or overlapping of the supposed data class constraints [17]. Equation 6 shows the use of slack in linear functions.

\[
\min \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{l} \xi
\]

for

\[
y_i(w x_i + b) + \xi \geq 1
\]  
(6)

Where \(\xi \geq 0\) and \(i = 1, ..., l\). The solution to the data bias problem using the help of slack is also known as the soft
margin optimization method [18]. Fig. 8 shows the illustration of the use of slack to solve non feasible data problems or biased data.

![Soft-margin technique with slack variable in SVM](image)

Figure 8. Soft-margin technique with slack variable in SVM

In addition to the problem of biased data, in real-world cases, non-linear data are often found. Non-linear data in this case refer to data that cannot be separated correctly by ordinary linear hyperplane [19]. To solve this problem, the Lagrangian method is used, and it can be seen in Equation 7.

\[
J(w, b, \alpha) = \frac{1}{2} w^T w - \sum_{i=1}^{l} \alpha_i [y_i (w^T x_i + b) - 1]
\]  

(7)

Where \(\alpha_i\) is a non-negative variable, called the Lagrangian Multiplier. The purpose of (7) is to find the saddle point of the Lagrangian function \(J(w, b, \alpha)\). The saddle point in this case is the saddle point or balance between the two data classes. To achieve this equilibrium point, the Lagrangian function must minimize the variables \(w\) and \(b\), and at the same time the variable must be maximized for the variable \(\alpha\). To get an optimized solution for the dual problem equation from the Lagrangian function, Equation 7 can be improved to Equation 8.

\[
w^T w = \sum_{i=1}^{l} \alpha_i y_i w^T x_i
\]

\[
= \sum_{i=1}^{l} \sum_{j=1}^{l} \alpha_i \alpha_j y_i y_j x_i^T x_j
\]  

(8)

The final equation is obtained, and it can be seen in Formula 9.

\[
max \sum_{i=1}^{l} \alpha_i - \frac{1}{2} \sum_{i,j=1}^{l} \alpha_i \alpha_j y_i y_j x_i^T x_j
\]

for \(\sum_{i=1}^{l} \alpha_i y_i = 0\)  

(9)

Where \(\alpha_i \geq 0\) and \(i = 1, ..., l\). This equation is a quadratic programming solution with a linear constraint. In the classification method using SVM, algorithm training with this solution is also known as convex optimization. In this research, SVM is used as a classification algorithm to detect images of people with face masks or not.

2.4 Experimental Setup and Evaluation

Experiment in this research is carried out using standard specification of a personal computer shown in Table 1.

Table 1. The Hardware Used

<table>
<thead>
<tr>
<th>No</th>
<th>Hardware Type</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Processor</td>
<td>Intel Core i5</td>
</tr>
<tr>
<td>2</td>
<td>Memory</td>
<td>8 GB DDR3</td>
</tr>
<tr>
<td>3</td>
<td>Hard-disk</td>
<td>1 TB HDD</td>
</tr>
</tbody>
</table>

In addition to the hardware, several software are also used to perform the experiment. Software used in this research are shown in Table 2.

Table 2. The Software Used

<table>
<thead>
<tr>
<th>No</th>
<th>Software</th>
<th>Version</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Windows OS</td>
<td>Version 10 64-bit</td>
</tr>
<tr>
<td>2</td>
<td>Python</td>
<td>3.7.6</td>
</tr>
<tr>
<td>3</td>
<td>OpenCV</td>
<td>4.4.0</td>
</tr>
<tr>
<td>4</td>
<td>Scikit-Learn</td>
<td>0.22.2</td>
</tr>
<tr>
<td>5</td>
<td>Numpy</td>
<td>1.19.4</td>
</tr>
<tr>
<td>6</td>
<td>Pickle</td>
<td>4.0</td>
</tr>
<tr>
<td>7</td>
<td>Time</td>
<td>3.7.6</td>
</tr>
</tbody>
</table>

The experimental setup in Table 1 and Table 2 is used to train and test the classification model. The evaluation itself is carried out using a confusion matrix with 10-fold cross validation. The confusion matrix is used to measure the values of accuracy, precision, recall and F-measure of the classification model while 10-folds cross validation is used as validation measurement [20]. The illustration of the confusion matrix is shown in Fig. 9.

Figure 9. Confusion matrix

Based on the confusion matrix in Fig. 9, the accuracy value of the proposed method is measured as in Equation 10.
**Accuracy (Acc)** = \( \frac{TP + TN}{TP + TN + FP + FN} \) \hspace{1cm} (10)

TP in Formula 10 is a true positive prediction, TN is a true negative, P is a positive class population and N is a negative class population. The second evaluation to be measured is precision which is calculated using Equation 11.

\[ \text{Precision} = \frac{TP}{TP + FP} \] \hspace{1cm} (11)

The third evaluation measurement is Recall. Recall is calculated by finding the percentage of the truth of the positive class prediction compared to the total data with an actual positive label. Recall calculation is done by Equation 12.

\[ \text{Recall} = \frac{TP}{TP + FN} \] \hspace{1cm} (12)

After the precision and recall are known, the F-measure is then calculated using Equation 13.

\[ F - \text{measure} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \] \hspace{1cm} (13)

This research also compares computational efficiency in terms of training and classification speed between the proposed method and CNN (Deep Learning). The calculation process of the speed performance is done using the Time library in Python. The process is shown in Fig. 10.

![Figure 10. Speed Evaluation Process](image-url)
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2.5 **Implementation**

In addition to developing the face mask detection method, this research also proposes ways to implement it.

This is important so that the proposed method can actually be used correctly and efficiently. Implementation is done by combining three main components, namely the trained model, OpenCV and Haar Cascades Frontal Face. Each component can be explained as follows:

- The trained model used is an image classification model based on the results of training and evaluation of the proposed method. The trained model is used as a classification model on new images captured in real time.
- OpenCV is used to access the camera and take real-time image data. In addition, OpenCV also plays a role in the conversion of image to integer [21].
- Haar Cascades Frontal Face which is a pre-trained face detector in the form of XML file provided opensource by the OpenCV developers [22]. This file is useful for detecting faces in an image [23].

The third component is combined with the flow as shown in Fig. 11.

![Figure 11. Implementation flow of the proposed method](image-url)
captured, extracted and converted into an integer, reshaping and flattening (preprocessing).

- The results of preprocessing are then classified using a trained model from the proposed method. The classification results are divided into two categories: with face mask or without face mask image.
- After the classification process is complete, the results are displayed on the camera image in real time.

3 RESULT AND DISCUSSION

3.1 Evaluation of Proposed Method (SVM)

The proposed method is evaluated in terms of accuracy, precision, recall and F-measure. The evaluation is conducted using a confusion matrix with 10-folds cross validation, and the result is shown in Table 3.

Table 3. Cross Validation Result of Proposed Face Mask Detection Method

<table>
<thead>
<tr>
<th>Fold</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.933</td>
<td>0.906</td>
<td>0.958</td>
<td>0.931</td>
</tr>
<tr>
<td>2</td>
<td>0.916</td>
<td>0.900</td>
<td>0.945</td>
<td>0.922</td>
</tr>
<tr>
<td>3</td>
<td>0.899</td>
<td>0.879</td>
<td>0.923</td>
<td>0.901</td>
</tr>
<tr>
<td>4</td>
<td>0.912</td>
<td>0.900</td>
<td>0.930</td>
<td>0.915</td>
</tr>
<tr>
<td>5</td>
<td>0.917</td>
<td>0.895</td>
<td>0.941</td>
<td>0.917</td>
</tr>
<tr>
<td>6</td>
<td>0.916</td>
<td>0.901</td>
<td>0.938</td>
<td>0.919</td>
</tr>
<tr>
<td>7</td>
<td>0.908</td>
<td>0.895</td>
<td>0.931</td>
<td>0.913</td>
</tr>
<tr>
<td>8</td>
<td>0.922</td>
<td>0.920</td>
<td>0.932</td>
<td>0.926</td>
</tr>
<tr>
<td>9</td>
<td>0.927</td>
<td>0.923</td>
<td>0.935</td>
<td>0.929</td>
</tr>
<tr>
<td>10</td>
<td>0.913</td>
<td>0.909</td>
<td>0.914</td>
<td>0.911</td>
</tr>
<tr>
<td>Max</td>
<td>0.933</td>
<td>0.923</td>
<td>0.958</td>
<td>0.931</td>
</tr>
<tr>
<td>Min</td>
<td>0.899</td>
<td>0.879</td>
<td>0.914</td>
<td>0.901</td>
</tr>
<tr>
<td>Avg.</td>
<td>0.917</td>
<td>0.903</td>
<td>0.935</td>
<td>0.918</td>
</tr>
</tbody>
</table>

Table 3 shows the evaluation results conducted with 10 folds cross validation. Based on the table, it can be seen that the accuracy value of the proposed method is very good, ranging from 89.9% to 93.3%. The precision evaluation value also shows satisfactory results, which is ranging from 87.9% to 92.3%. In terms of recall, the proposed method shows a convincing performance with a minimum value of 93.5% and a maximum of 95.8%. The final evaluation is then carried out by calculating the average value of each evaluation component. The results are shown in Fig. 12.

Fig. 12 shows that the proposed method gets 91.7% of accuracy, 90.3% of precision, 93.5% of recall and 91.8% of F-measure. These results indicate that the proposed model works very well and consistently gets results above 90% for all evaluation categories.

3.2 Comparison with the State of the Art Method (CNN)

To get an idea of how well the proposed method works, this research then compares the proposed method with the current state of the art method, namely Deep Learning [24]. Research by Chowdary et. al [3] is used as a baseline. This research uses the Deep Learning method (CNN) to conduct face mask detection. Comparison between the proposed method and Deep Learning is calculated in three aspects: the accuracy level, training and prediction speed. The comparison of accuracy can be seen in Fig. 13.

Based on Fig. 13 above, it can be seen that CNN/Deep Learning has a higher accuracy than the proposed method,
which is 96.5% compared to 91.7%. However, the training process performance of the proposed method is much faster than CNN as shown in Fig. 14.

Based on Fig. 14 above, it can be seen that the training speed of CNN takes up to 824.06 seconds with 10 Epoch setup (number of epoch recommendations for deep learning [25], [26]). The CNN training time is much longer than the training speed of the proposed method, which is only 97.5 seconds.

In addition to the slow training process time, CNN also requires a longer time than the proposed method in terms of classifying face masks on new images. This is shown in Fig. 15 which illustrates the difference in the prediction speed of each method.

Based on Fig. 15, the proposed method can work much faster in performing face mask detection on an image. The proposed method manages to get a speed of 0.025 seconds for one face mask detection process, while CNN takes up to 0.178 seconds. The proposed model is 7.12 times faster than CNN. These results indicate that the computational process of the proposed method is lighter and works faster. Therefore, it is more likely to be used in real implementations.

3.3 Implementation of Proposed Face Mask Detection

The implementation of the face mask detection system in this study is implemented by combining OpenCV library and the trained model. In this research, OpenCV is used to open the webcam, and the images that appear are then classified using the trained model. The results are shown in Fig. 16 to Fig. 18.

This study also tested the implementation of the image with two people simultaneously. The implementation results show that the proposed method can also work very well on multi face mask detection as shown in Fig. 18.
Figure 18. Multi-face mask detection

4 CONCLUSION

This research proposes a face mask detection system to support the efforts to prevent the spread of COVID-19/coronavirus. The proposed method uses the SVM as an image classification algorithm that can detect whether an image contains a picture of a person wearing or not wearing a face mask. Based on the experiments that have been conducted, the proposed method succeeded in obtaining 91.7% of accuracy, 90.3% of precision, 93.5% of recall and 91.8% of F-measure.

In addition, the proposed method also shows fast computational performance. The speed evaluation shows that the proposed method only takes 0.025 seconds to classify one image. It is 7.12 times faster than Deep Learning which needs 0.178 second to do the same task. It is very possible to implement a proposed method for monitoring the locations of public facilities with minimum resource requirements.

Further research can be done by adding complexity calculation of the model, looking for other variations of pre-processing and different algorithms to get more comprehensive analysis.
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