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Abstract 

The rapid population growth in Indonesia poses significant challenges to public welfare, economic 
stability, and sustainable development. The Family Planning program aims to regulate population 
growth through various contraceptive methods; however, participation rates often differ across 
regions. Understanding these variations is crucial for designing targeted interventions. This study 
investigates how different distance measures in the K-Means clustering algorithm affect the 
segmentation quality of KB participants in Kalirejo Village, Lawang District. Eight distance 
metrics—Euclidean, Manhattan, Minkowski, Chebyshev, Mahalanobis, Bray-Curtis, Canberra, 
and Cosine—were compared using standardized data from the local BKKBN office (January–
September). Cluster validity was evaluated using the Silhouette Coefficient across k=2–10. 
Results show that the Manhattan distance with k=2 achieved the best clustering quality (SC = 
0.7191), effectively distinguishing participant groups by contraceptive method preference. The 
study highlights the importance of selecting suitable distance measures to improve data-driven 
policy and decision-making in family planning management. 
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Abstrak 
Pertumbuhan penduduk yang pesat di Indonesia menimbulkan tantangan besar terhadap 
kesejahteraan masyarakat, stabilitas ekonomi, dan pembangunan berkelanjutan. Program 
Keluarga Berencana (KB) bertujuan mengendalikan laju pertumbuhan penduduk melalui 
berbagai metode kontrasepsi, namun tingkat partisipasi masyarakat sering kali berbeda 
antarwilayah. Pemahaman terhadap variasi tersebut sangat penting untuk merancang intervensi 
yang lebih tepat sasaran. Penelitian ini mengkaji pengaruh penggunaan berbagai ukuran jarak 
(distance measure) pada algoritma K-Means terhadap kualitas segmentasi peserta KB di Desa 
Kalirejo, Kecamatan Lawang. Delapan jenis ukuran jarak—Euclidean, Manhattan, Minkowski, 
Chebyshev, Mahalanobis, Bray-Curtis, Canberra, dan Cosine—dibandingkan menggunakan data 
terstandarisasi dari BKKBN setempat (Januari–September). Validitas klaster dievaluasi dengan 
Silhouette Coefficient pada rentang k=2–10. Hasil menunjukkan bahwa ukuran jarak Manhattan 
dengan k=2 menghasilkan kualitas klaster terbaik (SC = 0,7191), yang secara efektif 
membedakan kelompok peserta berdasarkan preferensi metode kontrasepsi. Penelitian ini 
menegaskan pentingnya pemilihan ukuran jarak yang tepat untuk meningkatkan kualitas analisis 
berbasis data serta mendukung pengambilan keputusan kebijakan dalam pengelolaan program 
KB. 
 
Kata Kunci: K-Means, Clustering, Silhouette Coefficient, Distance Measure, Manhattan 

1. PENDAHULUAN  

Salah satu program pemerintah yang bertujuan untuk mengontrol pertumbuhan penduduk dan 
meningkatkan kesejahteraan masyarakat adalah Keluarga Berencana (KB). Program ini 
mengatur jarak kelahiran untuk mengimbangi jumlah penduduk dan ketersediaan sumber daya. 
(Munawar et al., 2024; Sumarsih, 2023). Dengan mengendalikan angka kelahiran, Program KB 
diharapkan dapat menghentikan peningkatan populasi yang berlebihan dan mencegah dampak 
negatif yang dapat muncul akibat lonjakan populasi yang tidak terkendali. Selain itu, program KB 
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meningkatkan kualitas hidup keluarga dan individu dengan memberikan akses ke perawatan 
kesehatan reproduksi berkualitas tinggi (Tifannii et al., 2020). 
 
Pertumbuhan penduduk yang tidak terkendali dalam konteks sosial dan ekonomi dapat 
menyebabkan berbagai masalah, seperti peningkatan kriminalitas, kesenjangan kesejahteraan 
dan makin terbatasnya lapangan kerja (Maharani & Yotenka, 2024). Oleh karena itu pemerintah 
mencanangkan program KB sebagai langkah strategis untuk pengelolaan kuantitas penduduk. 
Sebagai lembaga yang bertanggung jawab atas pelaksanaan program keluarga berencana di 
Indonesia, Badan Kependudukan dan Keluarga Berencana Nasional (BKKBN) berusaha untuk 
meningkatkan kinerja program melalui penggunaan berbagai teknik berbasis data dan teknologi 
(Lino et al., 2021). Untuk mendapatkan pemahaman tentang pola partisipasi dan efektivitas 
program di berbagai wilayah, peserta KB diklasifikasikan atau dibagi menjadi kelompok. 
 
Desa Kalirejo di Kecamatan Lawang merupakan salah satu wilayah yang menerapkan program 
KB yang diinisiasi oleh Puskesmas setempat. Puskesmas ini berperan sebagai Klinik Keluarga 
Berencana (KKB) yang menyediakan layanan kontrasepsi bagi masyarakat setempat. Meskipun 
program ini telah berjalan, masih terdapat kecenderungan tingkat kelahiran yang tinggi di 
beberapa bagian desa. Hal ini menunjukkan adanya kebutuhan untuk memahami distribusi dan 
pola partisipasi peserta KB guna meningkatkan efektivitas penyuluhan dan layanan KB yang 
diberikan. Klasterisasi peserta KB aktif adalah langkah penting dalam mengoptimalkan program 
ini. Ini memungkinkan untuk menjangkau kelompok sasaran dengan lebih akurat. 
 
Sebelum ini, penelitian klasterisasi peserta KB aktif di Desa Kalirejo telah dilakukan dengan 
menggunakan metode K-Means dengan Euclidean distance sebagai ukuran jarak. Hasil 
penelitian tersebut menunjukkan bahwa silhouette coefficient yang diperoleh sebesar 0,447 
dengan jumlah klaster optimal sebanyak dua (Ningrum et al., 2025). Nilai silhouette coefficient ini 
berada dalam rentang -1 hingga 1, di mana semakin mendekati angka 1 menunjukkan bahwa 
klaster yang terbentuk semakin baik. Di sisi lain, hasil masih belum ideal, jadi diperlukan 
penelitian lebih lanjut untuk meningkatkan keakuratan dan keefektifan model klasterisasi. 
 
Dalam metode K-Means, pemilihan ukuran jarak atau distance measure memiliki peran penting 
dalam menentukan kualitas klaster yang terbentuk. Oleh karena itu, diperlukan eksplorasi lebih 
lanjut terhadap berbagai distance measure yang dapat digunakan selain Euclidean distance. 
Beberapa distance measure yang umum digunakan dalam klasterisasi mencakup Manhattan, 
Minkowski, Chebyshev, Mahalanobis, Bray-Curtis, Canberra dan Cosine distance (Argiento et al., 
2025; Idrus et al., 2022; Jollyta et al., 2023; Kumala & Rahning Putri, 2023; Pangestu & Fitriani, 
2022; Shapcott, 2024; Telsiz Kayaoğlu & Eroğlu, 2024; Wurdianarto et al., 2014). Masing-masing 
metode memiliki karakteristik yang berbeda dan dapat memberikan hasil yang lebih baik pada 
kondisi data tertentu. 
 
Penelitian terdahulu menunjukkan bahwa variasi distance measure dapat memberikan dampak 
yang signifikan terhadap hasil klasterisasi. Studi sebelumnya membandingkan perhitungan 
euclidean, manhattan, dan cosine distance dalam pengelompokan data dan menemukan bahwa 
manhattan distance memiliki performa yang lebih baik pada data dengan distribusi yang tidak 
merata (Pangestu & Fitriani, 2022). Riset lainnya telah melakukan perbandingan antara 
chebyshev dengan manhattan dan menghasilkan chebyshev menghasilkan klaster yang lebih 
sempurna (Solikhun et al., 2025). 
 
Meskipun banyak penelitian telah mengeksplorasi perbandingan distance measure dalam 
klasterisasi, masih terdapat kesenjangan penelitian dalam penerapan metode ini pada 
klasterisasi peserta KB. Kebanyakan penelitian sebelumnya lebih fokus pada aplikasi distance 
measure dalam bidang kesehatan secara umum atau data non-klinis, Untuk meningkatkan 
efektivitas klasterisasi peserta KB aktif di Desa Kalirejo, penelitian ini bertujuan untuk mempelajari 
dan membandingkan berbagai ukuran jarak dalam metode K-Means. 
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Penelitian ini bertujuan untuk mengelompokkan peserta KB aktif di Desa Kalirejo dengan 
menerapkan metode K-Means dan berbagai ukuran jarak (distance measure) guna menentukan 
metode mana yang menghasilkan performa terbaik. Studi ini memberikan kontribusi dalam 
memperluas pemahaman mengenai penggunaan ukuran jarak dalam proses pengelompokan 
data, sekaligus mendukung pengambilan keputusan yang berbasis data dalam program KB. 
Diharapkan, temuan penelitian ini dapat memberikan masukan berharga dalam perencanaan dan 
pelaksanaan program KB yang lebih terarah, serta meningkatkan efektivitas layanan KB di tingkat 
desa. 

2. METODE PENELITIAN 

Penelitian ini melibatkan serangkaian langkah yang penting untuk mempersiapkan dan 
merencanakan studi secara menyeluruh. Penelitian ini dirancang untuk mengatasi permasalahan 
yang diidentifikasi dalam studi. Secara umum, terdapat lima tahapan utama yang dilakukan dalam 
penelitian ini, seperti yang diilustrasikan pada Gambar 1. Tahapan-tahapan tersebut meliputi 
pengumpulan data, praproses data, dan pembuatan model klasterisasi menggunakan metode K-
Means dengan berbagai macam distance measure dan terakhir adalah evaluasi dengan 
menggunakan silhouette coefficient. 
 

 
Gambar 1 Metode Penelitian 

2.1 Pengumpulan Data 

Penelitian ini memanfaatkan data sekunder yang bersumber dari Badan Kependudukan dan 
Keluarga Berencana Nasional (BKKBN) di Desa Kalirejo, Kecamatan Lawang. Data yang 
dikumpulkan meliputi informasi tentang lokasi tempat tinggal peserta KB (RT dan RW) serta jenis 
alat kontrasepsi yang digunakan, seperti IUD, MOW, MOP, implant, suntik, pil, dan kondom 
(Maulana, 2020). Data ini dikumpulkan dalam rentang waktu Januari hingga September. Untuk 
menjaga privasi individu, penelitian ini tidak mengikutsertakan data personal warga. Selanjutnya 
data dilakukan proses pembersihan. 

2.2 Praproses Data 

Algoritme K-Means sangat sensitif terhadap skala data (Shapcott, 2024), sehingga tahap 
praproses dilakukan untuk memastikan bahwa data memiliki distribusi yang lebih seragam. Salah 
satu teknik yang digunakan adalah standardisasi data dengan metode z-score normalization, 
yang dapat mengurangi skewness dalam distribusi data dan membuat setiap atribut memiliki rata-
rata nol serta varians satu (Ghosh, 2022). Proses ini bertujuan untuk menghindari bias akibat 
perbedaan skala antar atribut. Formula dari standardisasi ditunjukkan pada Pers (1), di mana 𝑥 
adalah data awal, 𝜇 adalah rerata dari atribut, 𝜎 adalah standar deviasi dan 𝑥! adalah data baru 
hasil standardisasi z-score. 
 

𝑥! =	
𝑥 − 𝜇
𝜎  (1) 

 
 
  
 
 

Pengumpulan Data Praproses Data Klasterisasi K-Means dengan 
berbagai Distance Measure Evaluasi
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2.3 Klasterisasi K-Means 

Klasterisasi merupakan teknik yang digunakan untuk membagi data ke dalam beberapa 
kelompok berdasarkan karakteristik tertentu (Andriyani et al., 2024) dan termasuk metode yang 
prominent pada bidang ilmu komputer (Wala et al., 2024). Algoritma K-Means bekerja dengan 
mengelompokkan data ke dalam sejumlah klaster, di mana data dalam satu klaster memiliki 
kesamaan (homogenitas) dalam hal karakteristik (J. A. Muttaqin et al., 2023; W. W. W. Muttaqin 
et al., 2023). Metode ini dikenal efisien karena kecepatannya dalam memproses data dan 
kemampuannya untuk menangani data dalam skala besar. Namun, metode ini memiliki 
keterbatasan dalam hal akurasi ketika menghadapi noise atau data yang terisolasi (Hutagalung, 
2022; Hutagalung & Sonata, 2021; Pratistha & Kristianto, 2024). 
 

 
Gambar 2 Flowchart Algoritma K-Means 

Cara kerja pengelompokan K-Means cukup sederhana. Gambar 2 menunjukkan mekanisme K-
Means. Mengikuti gambar tersebut, pertama-tama harus menentukan k klaster. Kemudian 
menghitung centroid dengan inisialisasi acak. Langkah ketiga adalah menghitung jarak antara 
titik data ke centroid menggunakan ukuran jarak yang dipilih, jarak euclidean umumnya 
digunakan. Langkah terakhir adalah mengelompokkan klaster berdasarkan angka rerata terdekat 
(Rawal et al., 2021). Proses ini akan berulang hingga tidak ada pembaruan yang ditemukan untuk 
centroid. 

2.4 Distance Measure  

Berbagai macam pengukuran jarak yang akan digunakan dalam percobaan ini adalah Euclidean 
distance, Manhattan distance, Minkowski distance, Chebyshev distance, Mahalanobis distance, 
Bray-Curtis distance, Canberra distance, dan Cosine distance. Euclidean distance merupakan 
jarak yang paling umum digunakan dan paling sederhana antara titik, terutama untuk variabel 
kontinu. Rumus perhitungan Euclidean distance mengacu pada Pers (2). Canberra distance 
adalah fungsi metrik yang sering digunakan untuk distribusi di sekitar daerah asal, di mana 
perhitungannya dilakukan dengan membagi perbedaan absolut antara variabel dari dua objek 
dengan jumlah nilai variabel absolut tersebut. Rumus Canberra distance ditampilkan pada Pers 
(3). Manhattan distance, yang juga disebut sebagai City-Block distance, adalah pengukuran 
absolut yang dihasilkan berdasarkan jumlah selisih antara dua titik data, dengan rumus yang 
ditunjukkan pada Pers (4). 
 

𝑑"#$%&'"()(𝑖, 𝑗) = -.(𝑥&* − 𝑥+*),
*-.

 (2) 
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𝑑$()/"00((𝑖, 𝑗) =.
|𝑥&* − 𝑥+*|
|𝑥&*| + |𝑥+*|*-.

 (3) 

 
𝑑1()2(33()(𝑖, 𝑗) = .|𝑥&* − 𝑥+*|

*-.

 (4) 

 
Selanjutnya, Cosine distance digunakan untuk menghitung jarak kosinus antara dua data point 
dan biasa dikenal dengan cosine similarity dengan formula yang ditunjukkan pada Pers (5). 
Chebyshev distance, atau jarak metrik maksimum, menghitung perbedaan absolut maksimum 
antara koordinat dua titik di sepanjang dimensi apa pun. Metode ini tangguh terhadap outlier dan 
dapat menangani data dengan skala yang bervariasi, sebagaimana ditunjukkan pada Pers (6). 
Bray-Curtis distance pada dasarnya menghitung perbedaan antara dua sampel berdasarkan 
komposisi spesiesnya, dengan nilai berkisar dari 0 (benar-benar mirip) hingga 1 (benar-benar 
berbeda). Formula Bray-Curtis ditunjukkan pada Pers (7). 
 

𝑑$45&)"(𝑖, 𝑗) = 1 −
∑ (𝑥&* − 𝑥+*)*-.

3∑ 𝑥&*,*-. 3∑ 𝑥+*,*-.
 (5) 

 
𝑑$2"/652"7(𝑖, 𝑗) = max

*
|𝑥&* − 𝑥+*| (6) 

 

𝑑/0(68$#03&5(𝑖, 𝑗) =
∑ |𝑥&* − 𝑥+*|*-.

∑ (𝑥&* + 𝑥+*)*-.
 (7) 

 
Selain itu, Minkowski distance adalah pengukuran jarak dengan generalisasi pengukuran dari 
Euclidean dan Manhattan. Formula dari Minkowski distance ditunjukkan pada Pers (8). Terakhir, 
Mahalanobis distance adalah pengukuran yang digunakan untuk mengukur jarak antara data 
point dengan distribusinya dengan memanfaatkan covariance data, membuatnya cocok untuk 
karakteristik data dengan varians yang berbeda. Formula dari Mahalanobis distance ditunjukkan 
pada Pers (9). 
 

𝑑1&)*495*&(𝑖, 𝑗) = (.(𝑥&* − 𝑥+*):
*-.

). :⁄  (8) 

 

𝑑1(2(%()4/&5(𝑖, 𝑗) = 78𝑥&* − 𝑥+*9
<𝐶𝑜𝑣8.(𝑥&* − 𝑥+*) (9) 

 

2.5 Evaluasi 

Eksperimen yang akan dilakukan adalah dengan mencoba berbagai macam distance measure 
yang telah dibahas sebelumnya. Pengujian juga dilakukan untuk mendapatkan klaster terbaik 
berdasarkan parameter k dari K-Means. Pengujian parameter k yang akan dilakukan dengan 
rentang nilai antara 2 hingga 10. Tahap berikutnya untuk mengetahui seberapa bagus klaster 
dengan dilakukan evaluasi model menggunakan silhoutte coefficient (SC). Koefisien siluet rata-
rata dihitung menggunakan jarak intra-klaster dan jarak terdekat ke klaster untuk setiap titik data 
(Shahapure & Nicholas, 2020). 
 

S =
(𝑏	 − 	𝑎)
max(𝑎, 𝑏) (10) 

 
Merujuk pada Pers (10) adalah formula dari SC, di mana maksimum (𝑎, 𝑏) adalah nilai maksimum 
antara 𝑎 dan 𝑏, sedangkan 𝑏 adalah rata-rata jarak antara sampel dan semua sampel dalam 
klaster yang sama. Dalam analisis penelitian ini, SC menunjukkan pengelompokan data; SC 
dengan nilai mendekati +1 menunjukkan bahwa titik data berada di tingkat tinggi, sedangkan SC 
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dengan nilai mendekati 0 menunjukkan bahwa titik data mungkin berada di klaster lain. 
Interpretasi nilai SC adalah sebagai berikut (Kumala & Rahning Putri, 2023): 
• 0.7 0,7 ≤ SC ≤ 1: Struktur klaster yang kuat. 
• 0,5 ≤ SC < 0,7: Struktur klaster yang sedang. 
• 0,25 ≤ SC < 0,5: Struktur klaster yang lemah. 
• SC < 0,25: Tidak ada struktur klaster yang jelas. 

 
Setelah implementasi model dan evaluasi klasterisasi, dilakukan analisis terhadap hasil untuk 
menentukan metode distance measure yang memberikan hasil terbaik. Hasil diperbandingkan 
berdasarkan nilai SC untuk masing-masing distance measure dan jumlah klaster 𝑘 yang 
bervariasi antara 2 hingga 10. Visualisasi klaster menggunakan grafik silhouette plot dan grafik 
sebaran klaster dibuat untuk memahami distribusi data dalam setiap metode. Dengan metodologi 
yang sistematis ini, penelitian ini bertujuan untuk mengidentifikasi distance measure yang paling 
sesuai dalam klasterisasi peserta KB aktif, sehingga dapat memberikan rekomendasi untuk 
penerapan yang lebih akurat dalam program KB berbasis data. 

3. HASIL DAN PEMBAHASAN 

Tujuan dari penelitian ini adalah untuk mengevaluasi seberapa efektif berbagai ukuran jarak 
metode K-Means dalam klasterisasi peserta KB aktif di Desa Kalirejo. Hasil analisis disajikan 
dalam beberapa langkah. Ini termasuk penjelasan tentang dataset, hasil eksperimen klasterisasi, 
pengujian model menggunakan SC, dan analisis tambahan tentang pilihan jumlah klaster dan 
metrik jarak yang paling cocok. Dataset yang digunakan terdiri dari data peserta KB di desa 
Kalirejo Lawang, yang diuraikan secara rinci dalam Tabel 1. 

Tabel 1 Rentang Data 
Fitur Data range Data Type 

RT 1 – 8 Numerik  
RW 1 – 16 Numerik  
IUD 0 – 39 Numerik  
MOW 0 – 7 Numerik  
MOP 0 – 1 Numerik  
Implant 0 – 3 Numerik  
Suntik 0 – 86 Numerik  
PIL 0 – 41 Numerik  
Kondom 0 – 14 Numerik  

 
Nama fitur dan rentang nilainya tercantum dalam Tabel 1. Terdapat sembilan fitur yang diketahui: 
RT, RW, IUD, MOW, MOP, Implant, Suntik, PIL, dan Kondom. Rentang data untuk fitur RT adalah 
1–8, sedangkan RW adalah 1–16. Pengguna alat kontrasepsi IUD berkisar antara 0 dan 39, 
sementara MOW berkisar antara 0 dan 7, dan MOP berkisar antara 0 dan 1. Pengguna alat 
kontrasepsi implant berkisar antara 0 dan 3, sedangkan pengguna suntik berkisar antara 0 dan 
86. Pengguna pil berkisar antara 0 dan 41, dan pengguna kondom berkisar antara 0 dan 14. 
Untuk memahami seberapa besar variasi penggunaan alat kontrasepsi di setiap RT/RW, rentang 
ini memberikan gambaran tentang penyebaran penggunaan alat kontrasepsi di Desa Kalirejo 
Lawang. 
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Gambar 3 Pengguna Alat Kontrasepsi Desa Kalirejo Lawang 

Di Desa Kalirejo Lawang, pengguna alat kontrasepsi bervariasi di RT dan RW, seperti yang 
ditunjukkan pada Gambar 3. Metode kontrasepsi yang paling umum digunakan (460 peserta) 
adalah suntikan diikuti oleh IUD (349 peserta) dan pil (171 peserta). Sementara itu, metode MOP 
memiliki jumlah pengguna yang paling sedikit (1 peserta), menunjukkan tingkat adopsi yang 
rendah untuk metode ini di kalangan peserta KB. 
 
Selanjutnya eksperimen klasterisasi dengan K-Means diterapkan sesuai dengan skenario 
pengujian pada metodologi sebelumnya. Eksperimen klasterisasi dilakukan dengan menerapkan 
metode K-Means menggunakan berbagai distance measure, dengan jumlah klaster 𝑘 yang 
bervariasi dari 2 hingga 10. Evaluasi kualitas klasterisasi dilakukan menggunakan SC. Tabel 2 
menyajikan hasil eksperimen untuk masing-masing distance measure. 

Tabel 2 Hasil Eksperimen Pengujian dengan Evaluasi SC 
Distance 2 3 4 5 6 7 8 9 10 

euclidean 0,6990 0,2321 0,2173 0,2172 0,2163 0,2353 0,2255 0,2415 0,2405 
manhattan 0,7191 0,2407 0,2264 0,2270 0,2255 0,2208 0,2202 0,2488 0,2289 
cosine 0,1716 0,2166 0,1826 0,0926 0,0387 0,1711 0,0803 0,1444 0,1843 
chebyshev 0,6821 0,2328 0,2145 0,2085 0,2105 0,2453 0,2190 0,2202 0,2290 
minkowski 0,6990 0,2321 0,2173 0,2172 0,2163 0,2353 0,2255 0,2415 0,2405 
mahalanobis 0,5887 0,1913 0,1784 0,1810 0,1879 0,1949 0,2022 0,1884 0,1927 
canberra 0,2664 0,1490 0,1457 0,1212 0,0981 0,1063 0,0989 0,1131 0,1163 
braycurtis 0,1938 0,2529 0,2078 0,1748 0,1499 0,2357 0,2079 0,2532 0,2746 

 
Berdasarkan Tabel 2 yang disajikan, eksperimen ini bertujuan untuk mengevaluasi performa 
berbagai ukuran jarak dalam algoritma K-Means dengan menggunakan silhouette coefficient 
(SC) sebagai metrik evaluasi. SC mengukur seberapa baik suatu klaster terpisah dan seberapa 
kohesif klaster tersebut. Semakin tinggi nilainya, semakin baik hasil klasterisasi. Dari hasil yang 
diperoleh, jarak Manhattan memiliki nilai SC tertinggi pada k=2 sebesar 0,7191, mengindikasikan 
bahwa dengan kecilnya jumlah klaster, Manhattan memberikan pemisahan terbaik. Namun, 
seiring bertambahnya jumlah klaster (k), performa Manhattan menurun, dan untuk k=10, nilai SC 
menurun menjadi 0,2289. Sebaliknya, jarak Bray-Curtis memiliki performa terbaik pada k=10 
dengan nilai SC sebesar 0,2746, menunjukkan bahwa jarak ini lebih efektif untuk jumlah klaster 
yang lebih besar. 
 
Sementara itu, jarak Euclidean dan Minkowski memiliki pola nilai yang sama, karena Minkowski 
adalah generalisasi dari Euclidean. Keduanya memiliki performa cukup baik pada k=2 (0,6990), 
tetapi menurun seiring bertambahnya 𝑘. Ukuran jarak Cosine memiliki performa paling buruk, 
dengan nilai SC yang rendah di hampir semua nilai k, terutama pada k=5 di mana SC turun drastis 
ke 0,0387. Hal ini menunjukkan bahwa cosine similarity tidak cocok untuk pengelompokan 
berbasis jarak dalam konteks ini. Selain itu, jarak Canberra memiliki nilai tinggi di k=2 (0,2664), 
tetapi turun signifikan ketika 𝑘 bertambah, menunjukkan bahwa Canberra kurang stabil dalam 
menangani klaster yang lebih kompleks. 
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Gambar 4 Grafik Hasil Silhoutte Score untuk Setiap Klaster dan Distance Measure  

Grafik SC terhadap berbagai nilai k dan metrik jarak dalam metode K-Means ditunjukkan pada 
Gambar 4. Grafik tersebut menunjukkan bahwa pemilihan jumlah klaster dan metrik jarak 
berperan krusial dalam menentukan kualitas klasterisasi. Pada k=2, terlihat bahwa metrik 
Euclidean, Manhattan, Chebyshev, dan Minkowski memiliki skor tertinggi, mendekati 0,7, yang 
mengindikasikan bahwa data terbagi dengan baik ke dalam dua klaster. Metrik Mahalanobis juga 
menunjukkan performa cukup baik pada k=2, meskipun sedikit lebih rendah dibandingkan metrik 
lainnya. Namun, ketika nilai 𝑘 meningkat menjadi 3, terjadi penurunan drastis pada hampir semua 
metrik, terutama pada Cosine yang memiliki skor terendah di antara semua metode. Penurunan 
ini menunjukkan bahwa dengan lebih banyak klaster, pemisahan antar kelompok menjadi kurang 
jelas, sehingga menurunkan koherensi internal klaster. 
 
Setelah k=4, skor Silhouette cenderung stabil dengan fluktuasi kecil, tetapi tetap jauh lebih rendah 
dibandingkan nilai awal pada k=2. Metrik Cosine mengalami sedikit peningkatan pada k=5, 
meskipun secara keseluruhan tetap lebih rendah dibandingkan metrik lainnya. Sementara itu, 
metrik Canberra secara konsisten menunjukkan skor yang lebih rendah dibandingkan metrik 
lainnya, mengindikasikan bahwa metode ini kurang efektif dalam menentukan pemisahan klaster 
pada dataset ini. Metrik Bray-Curtis menunjukkan fluktuasi yang lebih tinggi dibandingkan metrik 
lainnya, dengan sedikit peningkatan pada nilai 𝑘 yang lebih besar, tetapi tetap dalam rentang 
yang relatif rendah. 
 
Secara keseluruhan, hasil ini menunjukkan bahwa jumlah klaster yang optimal berdasarkan 
Silhouette Score adalah k=2, karena setelah nilai ini, kualitas klasterisasi menurun signifikan. 
Selain itu, metrik jarak seperti Euclidean, Manhattan, Chebyshev, dan Minkowski lebih cocok 
digunakan untuk dataset ini dibandingkan Cosine, Canberra, dan Bray-Curtis. Oleh karena itu, 
dalam pemilihan parameter untuk K-Means, perlu dilakukan analisis mendalam terhadap sifat 
data agar dapat menentukan kombinasi jumlah klaster dan metrik jarak yang optimal untuk hasil 
klasterisasi yang lebih tepat. 

Tabel 3 Hasil Pengujian Terbaik Tiap Klaster dan Distance Measure  

Distance Measure Silhouette Coefficient (SC) 
euclidean (k = 2) 0,6990 
manhattan (k = 2) 0,7191 
cosine (k = 3) 0,2166 
chebyshev (k = 2) 0,6821 
minkowski (k = 2) 0,6990 
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mahalanobis (k = 2) 0,5887 
canberra (k = 2) 0,2664 
braycurtis (k = 10) 0,2746 

 
Berdasarkan Tabel 3, hasil klasterisasi K-Means dengan berbagai metrik jarak dan jumlah klaster 
𝑘 terbaik, dapat dilakukan analisis terhadap efektivitas masing-masing pendekatan dalam 
menghasilkan klaster yang lebih terstruktur. SC digunakan sebagai indikator kualitas klaster, 
dengan nilai yang lebih tinggi menunjukkan bahwa objek dalam satu klaster lebih mirip satu sama 
lain dibandingkan dengan objek di klaster lain. Dari tabel, terlihat bahwa metrik jarak Manhattan 
(k=2) memiliki nilai SC tertinggi, yaitu 0,7191, menunjukkan bahwa pendekatan ini menghasilkan 
klaster yang paling baik dibandingkan dengan metrik lainnya. Hal ini mengindikasikan bahwa 
dalam ruang vektor yang digunakan, penggunaan jarak Manhattan lebih efektif dalam 
mengelompokkan data dengan batasan yang lebih jelas dibandingkan metrik lainnya seperti 
Euclidean (0,6990) atau Minkowski (0,6990), yang memiliki karakteristik perhitungan jarak yang 
serupa. 
 
Sebaliknya, metrik jarak Cosine (k=3) menghasilkan nilai SC terendah, yaitu 0,2166, yang 
menunjukkan bahwa metode ini kurang efektif dalam mengelompokkan data dalam konteks yang 
digunakan. Hal ini bisa terjadi karena jarak Cosine lebih berfokus pada sudut antara vektor 
daripada jauh jarak, sehingga mungkin kurang sesuai untuk struktur data yang berbasis 
perbedaan absolut antar titik. Jarak Chebyshev (k=2) juga menunjukkan performa yang cukup 
baik dengan SC 0,6821, yang berarti pendekatan ini dapat menangkap pola tertentu dalam data 
dengan cukup efektif. Namun, metrik lain seperti Mahalanobis (k=2) menghasilkan nilai yang lebih 
rendah (0,5887), yang mungkin disebabkan oleh sensitivitasnya terhadap korelasi antar variabel 
dan distribusi data yang tidak sesuai dengan asumsi Mahalanobis. Dua metrik lainnya, Canberra 
(k=2) dan Bray-Curtis (k=10), menunjukkan hasil yang lebih rendah, masing-masing dengan nilai 
0,2664 dan 0,2746. Hal ini menunjukkan bahwa pendekatan berbasis perbandingan relatif atau 
distribusi antar nilai mungkin kurang optimal dalam menangkap pola klasterisasi dalam dataset 
yang digunakan. 
 
Secara keseluruhan, analisis ini menunjukkan bahwa pemilihan metrik jarak yang tepat dalam K-
Means sangat berpengaruh terhadap kualitas klasterisasi. Berdasarkan evaluasi yang dilakukan, 
jarak Manhattan dengan k=2 terbukti sebagai pilihan terbaik dalam konteks ini. Temuan ini 
menunjukkan bahwa data dalam dataset tersebut lebih sesuai untuk diukur dengan perbedaan 
absolut dibandingkan dengan pendekatan berbasis sudut atau distribusi relatif. 
 

 
Gambar 5 Hasil Silhoutte Plot 

Gambar 5 menunjukkan grafik sillhouette plot untuk menampilkan hasil klasterisasi menggunakan 
K-Means dengan k=2 dan metrik jarak Manhattan, yang sebelumnya diketahui memberikan nilai 
SC tertinggi (0,7191) dibandingkan metrik lainnya. Grafik ini membantu dalam memahami 
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bagaimana setiap sampel dalam klaster terdistribusi berdasarkan koefisien silhouette, yang 
mencerminkan seberapa baik objek berada dalam klasternya dibandingkan dengan klaster lain. 
Dari grafik, dapat diamati bahwa terdapat dua klaster utama, yaitu klaster 0 (hitam) dan klaster 1 
(hijau). Klaster 0 mendominasi, dengan sebagian besar sampelnya memiliki nilai SC yang 
bervariasi, namun tetap berada dalam rentang yang menunjukkan kualitas klasterisasi yang 
cukup baik. Sementara itu, klaster 1 memiliki jumlah sampel yang jauh lebih sedikit tetapi memiliki 
nilai silhouette yang tinggi dan stabil, menandakan bahwa objek dalam klaster ini lebih jelas 
terpisah dari klaster lain. 
 
Garis merah putus-putus yang ditampilkan pada sekitar 0,7191 menunjukkan rata-rata SC, yang 
relatif tinggi. Hal ini mengindikasikan bahwa mayoritas titik data memiliki pemisahan yang baik 
antara klaster, dengan hanya sebagian kecil sampel yang memiliki nilai SC negatif atau 
mendekati nol. Beberapa sampel dalam klaster 0 memiliki nilai SC yang mendekati nol atau 
negatif, yang berarti ada kemungkinan objek-objek tersebut berada di batas antara klaster dan 
memiliki kemiripan dengan klaster lainnya. Dari perspektif analisis klasterisasi, hasil ini 
mengonfirmasi bahwa jarak Manhattan dengan k=2 merupakan pilihan yang optimal dalam 
mendefinisikan struktur klaster, karena mayoritas sampel memiliki nilai SC yang positif dan cukup 
tinggi. Klasterisasi ini juga lebih stabil dibandingkan beberapa metrik lainnya yang sebelumnya 
memiliki nilai silhouette yang jauh lebih rendah. Namun, distribusi yang sangat tidak seimbang 
antara klaster 0 dan klaster 1 bisa menjadi indikasi bahwa data memiliki struktur yang secara 
alami condong ke satu kelompok besar dengan satu kelompok kecil yang lebih terisolasi. 
 

 
Gambar 6 Grafik sebaran data pada klaster k = 2 dengan manhattan distance 

Grafik yang ditampilkan pada Gambar 6 menunjukkan sebaran jumlah sampel dalam masing-
masing klaster berdasarkan hasil klasterisasi K-Means dengan k=2 menggunakan metrik jarak 
Manhattan. Dari visualisasi ini, terlihat bahwa klaster 0 mendominasi dengan jumlah sampel yang 
jauh lebih besar dibandingkan klaster 1, yang hanya memiliki sedikit anggota. Ketimpangan ini 
mengindikasikan bahwa data yang digunakan memiliki struktur yang cenderung mengelompok 
ke dalam satu klaster utama, sementara klaster lainnya berisi sejumlah kecil sampel yang lebih 
terisolasi. Jika dikaitkan dengan silhouette plot sebelumnya, pola ini semakin memperkuat 
temuan bahwa klaster 1 memiliki nilai SC yang tinggi dan stabil, yang berarti objek dalam klaster 
ini memiliki jarak yang jelas terhadap klaster lain. Sebaliknya, klaster 0 berisi mayoritas sampel, 
tetapi memiliki variasi dalam nilai SC, dengan beberapa objek kemungkinan berada di batas 
antara klaster atau memiliki kedekatan dengan klaster lainnya. Namun, karena rata-rata SC 
masih tinggi (0,7191), bisa disimpulkan bahwa meskipun ada ketimpangan jumlah sampel antar 
klaster, pemisahan antar klaster cukup jelas dan valid. Hasil klasterisasi menunjukkan bahwa 
Klaster 0 didominasi peserta dengan metode suntik dan pil, sedangkan Klaster 1 lebih banyak 
peserta dengan metode IUD. Implikasi ini penting bagi pengambil kebijakan, karena klasterisasi 
dapat membantu menentukan strategi penyuluhan dan distribusi alat kontrasepsi yang lebih tepat 
sasaran. 

4. KESIMPULAN 

Penelitian ini menegaskan bahwa pemilihan ukuran jarak (distance measure) memiliki pengaruh 
signifikan terhadap kualitas hasil klasterisasi data peserta program Keluarga Berencana (KB) di 
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Desa Kalirejo. Berdasarkan hasil eksperimen menggunakan delapan jenis ukuran jarak, 
ditemukan bahwa algoritma K-Means dengan Manhattan distance pada k=2 memberikan hasil 
terbaik dengan Silhouette Coefficient (SC) sebesar 0,7191, menandakan struktur klaster yang 
sangat kuat dan terpisah dengan baik. Sebaliknya, ukuran jarak Cosine dan Canberra 
menunjukkan kinerja terendah dengan nilai SC masing-masing sebesar 0,2166 dan 0,2664, yang 
menandakan bahwa kedua ukuran tersebut kurang cocok digunakan pada dataset dengan 
karakteristik seperti ini. Temuan ini memperkuat bukti empiris bahwa pemilihan metrik jarak yang 
sesuai harus mempertimbangkan distribusi dan skala data. Hasil penelitian memberikan 
kontribusi metodologis dalam penerapan K-Means untuk data demografis, khususnya dalam 
konteks kebijakan dan perencanaan program KB berbasis data. Implikasi praktisnya adalah 
pemerintah daerah dan BKKBN dapat memanfaatkan pendekatan klasterisasi dengan ukuran 
jarak optimal untuk mengidentifikasi pola penggunaan kontrasepsi dan merancang strategi 
intervensi yang lebih efektif. Penelitian lanjutan disarankan untuk mengeksplorasi algoritma 
klasterisasi lain seperti K-Medoids atau DBSCAN guna membandingkan ketahanan hasil 
terhadap noise dan bentuk data yang kompleks. 
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