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Abstract—Qur'an, As-Sunnah, and Islamic old book have become the sources for Islam followers as sources of knowledge, wisdom, and 

law. But in daily life, there are still many Muslims who do not understand the meaning of the sentence in the Qur'an even though they 

read it every day. It becomes a challenge for Science and Engineering field academicians especially Informatics to explore and represent 

knowledge through intelligent system computing to answer various questions based on knowledge from the Qur'an. This research is 

creating an enabling computational environment for text mining the Qur'an, of which purpose is to facilitate people to understand each 

verse in the Qur'an. The classification experiment uses Support Vector Machine (SVM), Naive Bayes, k-Nearest Neighbor (kNN), and J48 

Decision Tree classifier algorithms with Al-Baqarah verses translated to English and Indonesian as the dataset which was labeled by three 

most fundamental aspects of Islam: 'Iman' (faith), 'Ibadah' (worship), and 'Akhlaq' (virtues). Indonesian translation was processed by 

using the sastrawi package in Python to do the pre-processing and StringToWord Vector in WEKA with the TF-IDF method to implement 

the algorithms. The classification experiments are determined to measure accuracy, and f-measure, it tested with a percentage split 66% 

as the data training and the rest as the data testing. The decision from an experiment that was carried out by the classification results, 

SVM classifier algorithms have the overall best accuracy performance for the Indonesian translation of 81.443% and the Naïve Bayes 

classifier has the best accuracy for the English translation, which achieved 78.35%. 
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I.  INTRODUCTION 

Qur'an was passed down to Prophet Muhammad when he 
was at the age of 40 for 23 years. It is the basic guidance for 
Muslims. It is arranged originally with Arabic and composed 
of 114 chapters and about 6,236 verses with 77,477 words [1]. 
After Prophet Muhammad dies, Qur'an, As-Sunnah, and old 
book Islamic have become the source for the Islam follower 
to make a source of knowledge, wisdom, and law. Therefore, 
this makes the Qur'an so important in daily life.  However, 
there are still many Muslims especially in Indonesia do not 
understand the meaning of the sentence in the Qur'an even 
though they read it every day. It caused, there are still a few 
people who can understand Arabic fluently because Arabic is 
difficult to learn for most people and rarely people who have 
Arabic education since childhood. 

From these problems, it becomes a challenge for 
Informatician to explore and represent knowledge through 
intelligent system computing to answer various questions 
based on knowledge from the Qur'an. This makes the 
background of the author to research in terms of creating an 
enabling computational environment for text mining the 
Qur'an, whose purpose is to facilitate people to understand 
each verse in the Qur'an. This study also aims to compare the 
performance of four text mining classification algorithms that 
are applied to the translation of the verses of the Qur'an. 

Classification is one of the processing in text mining 
aiming to divide things according to classes. Text mining is 
similar to data mining, data mining is usually used to process 
data structured like data from a database, while text mining is 
used to process data unstructured or semi-structured such as 
e-mails, text documents, etc. [2]. The classification algorithms 
that are most often used in text mining include Support Vector 
Machine (SVM), Naive Bayes, k-Nearest Neighbor (KNN), 
and Decision Tree. 

Hassan et al. [3] implemented a k-Nearest Neighbor 
(kNN) algorithm to classify the Holy Qur'an Tafseer verses 
into predefined categories. To achieve this task, a database of 
1000 verses of the Qur'an was divided into two document sets 
with the training set consists of 800 verses and the test set 
consists of 200 verses. Seven predefined categories of the 
Tafseer texts were chosen (Marriage, Inheritance, Pray, Zakat, 
Respecting Parents, Halal, and Jihad) after transforming from 
Arabic to the Malay language. The results were evaluated 
based on Precision and Recall metrics with ‘marriage' 
category has the highest recall value of 0.9 and ‘inheritance' 
has the lowest recall value of 0.74. 

II. RELATED WORK 

In research titled Comparative analysis for topic 
classification in Juz Al-Baqarah, Rahman et al. [4] classified 
a topic in 286 verses of the Al-Baqarah into three categories 
or class labels, which are 'Iman' (faith), 'Ibadah' (worship), and 
'Akhlaq' (virtues) after transforming from Arabic to the Malay 
language. The classification algorithms used are Naive Bayes, 
K-Nearest Neighbor, Decision Tree J48, and Support Vector 
Machine (SVM). The decision from the experiment that was 

carried out by the classification results, Support Vector 
Machine (SVM) and J48 classifier algorithm have the overall 
best accuracy performance of 85% while Naïve Bayes and 
KNN had the last accuracy result of 71%. 

Al-Kabi et al. [5] worked on the classification of different 
Qur'anic verses (ayat) according to their topics using four 
different classification algorithms (Decision tree, kNN, SVM, 
NB) to evaluate their effectiveness. To achieve this, they 
identified three distinct predefined categories (ignorant of 
religion; oneness of God; the penalty of Apostates). A total 
number of 1,227 Ayat (verses) were used out of the entire 
6,236 Ayat of the Holy Qur'an to train and evaluate the 
selected classifiers. The results show Naive Bayes (NB) 
accuracy score is 99.9099%, Support Vector Machine (SVM) 
accuracy score is 99.8649%, k-Nearest Neighbor (kNN) 
accuracy score is 99.8198%, and J48 Decision has the lowest 
accuracy score, it is 99.5946%. 

Besides the research above, there are a few research 
studies in Qur'anic verse classification with various 
algorithms based on the translation of English [6], [7] and 
several studies focused on Al-Qur'an verse classifying in 
Arabic [8]–[13]. In this research, the authors will research text 
mining with the Qur'an being the object. The dataset for the 
experiment consisted of 286 Qur'an verses of Al-Baqarah that 
have transformed from Arabic to Indonesian. The label that is 
prepared for classify verses were chosen is 'Iman' (faith), 
'Ibadah' (worship), and 'Akhlaq' (virtues). The classification 
experiment is using Support Vector Machine (SVM), Naive 
Bayes, k-Nearest Neighbor (kNN), and J48 Decision Tree. 

III. METHODOLOGY 

A. Dataset 

The dataset for the experiment consisted of 286 Qur'an 
verses of Al-Baqarah that have transformed from Arabic to 
Indonesian. Dataset taken from this is a translation from the 
Qur'an classical by the Indonesian Ministry of Religious 
Affairs. It achieved from www.Qur'andatabase.org website. 

B. Text Preprocessing 

Text pre-processing is the process of converting 

unstructured data into structured data according to needs, 

which is carried out for further mining processes. The steps 

in text pre-processing are tokenizing, case-folding, stop-

words filtering. 

1) Tokenizing 

Tokenizing is the stage of cutting input text into words, 

terms, symbols, punctuation marks, or other elements that 

have a meaning called tokens [14]. In the process, tokens 

which are punctuation that is deemed unnecessary such as 

periods (.), Commas (,), exclamation marks (!), etc. will be 

deleted. 

2) Case Folding 

Case-folding is the process of matching the case in an 

article, this is because not all text articles are consistent in the 

use of capital letters. Therefore, case-folding is used to 

convert all text into a standard form. 
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3) Stop-words Filtering 

The process carried out at this stage is to remove stop-

word. Stop-word is a word that is not unique in an article or 

general words that are usually always in an article.  [15]. 

C. Classification 

The comparative experiments in this research used four 

algorithms, which are Support Vector Machine (SVM), 

Naïve Bayes, k-Nearest Neighbor (kNN), and J48 Decision 

Tree. 

1) Support Vector Machine 

Support Vector Machine (SVM) [16] is supervised 

learning models with associated learning algorithms used for 

classification and regression analysis. The SVM algorithm 

will plot each data item or instance as a point in dimensional 

space where there are several features with the value of each 

feature being the value of a particular coordinate. Next, the 

algorithm performs classification by finding the hyperplane 

that separates the two classes as shown in Figure 1. 

 

 
Figure 1.  SVM Hyperplane 

 

2) Naïve Bayes 

Naive Bayes classification is a collection of simple 

opportunities based on the application of the Bayes theorem 

with the assumption that the explanatory variables are ‘naïve' 

independence. Given by class variable and vector feature 

depend on, Bayes theorem shows the relationship as shown 

in Equation 1, 

 

𝑃(𝑦|𝑥1, … , 𝑥𝑛) =
𝑃(𝑦)𝑃(𝑥1,…,𝑥𝑛∨𝑦)

𝑃(𝑥1,…,𝑥𝑛)
   (1) 

 

using this naïve independence assumption in Equation 2 for 

all i. 

 

 𝑃(𝑥1 ∨ 𝑦, 𝑥1, … , 𝑥𝑖=1, 𝑥𝑖+1, … , 𝑥𝑛) = 𝑃(𝑥𝑖|𝑦)         
(2)  

 

The simplified relationship is shown in Equation 3. 

𝑃(𝑦|𝑥1, … , 𝑥𝑛) =
𝑃(𝑦)∏ 𝑃(𝑥1|𝑦)

𝑛
𝑖=1

𝑃(𝑥1,…,𝑥𝑛)
   (3) 

 

Since the probability of through is constant given the input, 

we can use the following classification rule in Equation 4. 

𝑃(𝑦|𝑥1, … , 𝑥𝑛)𝛼𝑃(𝑦)∏𝑃(𝑥1|𝑦)

𝑛

𝑖=1

�̀�

= 𝑎𝑟𝑔𝑚𝑎𝑥𝑃(𝑦)∏𝑃(𝑥1|𝑦)

𝑛

𝑖=1

 

     (4) 

 

Naive Bayes learners and classifiers can be extremely 

fast compared to more sophisticated methods. The 

decoupling of the class conditional feature distributions 

means that each distribution can be independently estimated 

as a one-dimensional distribution. In turn to helps alleviate 

problems stemming from the curse of dimensionality [4]. 

3) K-Nearest Neighbor 

K-Nearest Neighbor [17] is the simplest algorithm in 

data mining. There are three key elements of this approach: a 

set of labeled objects, e.g., a set of stored records, a distance 

or similarity metric to compute the distance between objects, 

and the value of k, the number of nearest neighbors. To 

classify an unlabeled object, the distance of this object to the 

labeled objects is computed, its k-nearest neighbors are 

identified, and the class labels of these nearest neighbors are 

then used to determine the class label of the object. The issue 

that affects the performance of kNN is the choice. It is too 

small, then the result can be sensitive to noise points. And if 

is too large, then the neighborhood may include too many 

points from other classes. 

4) J48 Decision Tree 

In the WEKA data mining tool, J48 [18] is an open-

source Java implementation of the C4.5 algorithms. C4.5 

builds decision trees from a set of training data using the 

concept of information entropy. The training data is a set of 

already classified samples. Each sample consists of a p-

dimensional vector, where they represent attribute values or 

features of the sample, as well as the class in which falls. C4.5 

chooses the attribute of the data that most effectively splits its 

set of samples into subsets enriched in one class or the other 

at each node of the tree. The splitting criterion is the 

normalized information gain (difference in entropy). The 

attribute with the highest normalized information gain is 

chosen to make the decision. The C4.5 algorithms then 

recurses on the partitioned sub-lists. 

D. Evaluation Metrics 

The objective of this research is to compare the 

performance of four classification algorithms in classifying 

English-language texts and Indonesian-language texts, in this 

case, the translation of the text of the Quran. Classification 

experiments are determined to measure accuracy, precision, 

recall, f-measure, the area under the receiver operating 

characteristics curves (AUC), and algorithms on classifiers. 

The AUC value closer to 1 indicates a better classification 

result [19]. 
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E. Tools 

This research used two tools to do data processing and 

application of algorithms, such as python and WEKA. 

1) Python 

Python [20] is created by Guido van Rossum and first 

released in 1991. It is an interpreted, high-level, general-

purpose programming language that has a design philosophy 

that emphasizes code readability, notably using significant 

whitespace. It provides constructs that enable clear 

programming on both small and large scales. Python is an 

interpretative programming language that is considered easy 

to learn and focuses on code limitations. In other words, 

python is claimed to be a programming language that has a 

programming code that is very clear, complete, and easy to 

understand [21]. 

2) WEKA 

The Waikato Environment for Knowledge Analysis 

(WEKA) [22] is computer software developed at the 

University of Waikato in New Zealand. WEKA is a free Java 

software available under the GNU General Public License. It 

is a collection of machine learning algorithms to solve data 

mining problems. WEKA has become one of the most widely 

used data mining systems while it offers many powerful 

features. WEKA supports many different data mining tasks 

such as data pre-processing and visualization, attribute 

selection, classification, prediction, model evaluation, 

clustering, and association rule mining. It is written in Java 

and can be run with almost any computing platforms. WEKA 

can be used to pre-process without writing any program code, 

and it comes with a graphical user interface to provide easily 

used tools for beginner users to identify hidden information 

from database and file systems in a simple way by using 

options and visual interfaces. There is a specific default. 

ARFF data file format that WEKA accepts. The data should 

be as a single flat file or relation; the data can be imported 

from a Comma Separated Value (.CSV) file, a database, a 

URL, etc. where each data point is described by a fixed 

number of attributes. WEKA supports numeric, nominal, date 

and string attributes types. 

IV. RESULT AND DISCUSSION 

The experiment used python to pre-processing the 

Indonesian dataset with the sastrawi package because WEKA 

cannot do the pre-processing Indonesian text. Pre-processing 

that have been done are case-folding to change cases to 

lowercase, and stop words filtering. 

Next, the processed text was tokenizing by using 

StringToWordVector in WEKA with the IDF-TF method. 

The results of the research work with four classifications 

algorithms, which are SVM, Naive Bayes, k-NN, and J48 are 

presented in terms of classification accuracy and AUC. 

Tables 1 and 2 show the comparative results in terms of 

accuracy and f-measure with a percentage split of 66% as the 

data training and the rest as the data testing. 

 

TABLE I.  COMPARATIVE RESULTS FOR INDONESIAN TRANSLATION 

USING ALL CLASSIFICATION ALGORITHMS 

Algorithm Accuracy (%) F-Measure 

SVM 81.4433 0.825 

Naive Bayes 76.2887 0.834 

kNN 72.1649 0.756 

J48 74.2268 0.690 

TABLE II.  COMPARATIVE RESULTS FOR ENGLISH TRANSLATION 

USING ALL CLASSIFICATION ALGORITHMS 

Algorithm Accuracy F-Measure 

SVM 73.1959 0.619 

Naive Bayes 78.3505 0.788 

kNN 75.2577 0.704 

J48 75.2577 0.739 

 

Based on the experimental results, the highest 

classification accuracy achieved by the SVM algorithm for 

the Indonesian Translation dataset, achieved of 81.4% and 

78.35% for the English Translation dataset using the Naïve 

Bayes classifier. Nonetheless, a relatively low accuracy result 

was achieved when using the kNN classifier for Indonesian 

Translation text, had classification accuracy 72.165% and the 

SVM classifiers for English translation text, had 

classification accuracy 73.2%. In term of f-measure, the 

Naïve Bayes classifier gets the largest f measure score, in 

Indonesian Translation and English Translation which are 

0.834 and 0.788 respectively. It means that the Naïve Bayes 

classifier has the best combination of precision and recall. 

V. CONCLUSION 

Classifying the Qur’anic verses into pre-defined 

categories is an essential task in Qur’anic studies. The 

research presented a classification Quranic verses into the 

most fundamental aspects of Islam: 'Iman' (faith), 'Ibadah' 

(worship), and 'Akhlaq' (virtues). Dataset consisting of 286 

sentences from Al-Baqarah surah, had processed by using the 

sastrawi package in Python and StringToWordVector in 

WEKA with IDF-TF method. Four different algorithms that 

were chosen for classification that usual and subset selection 

approach has been used to aim experiment in a classification 

task. 

In conclusion Support Vector Machine (SVM), Naïve 

Bayes, k-Nearest Neighbor (kNN), and J48 Decision Tree 

were implemented according to algorithm classification to 

determine class membership to every sentence and count 

decision in terms of accuracy and f-measure. The decision 

from an experiment that was carried out by the classification 

results, SVM classifier algorithms have the overall best 

accuracy performance for the Indonesian translation of 

81.443% and the Naïve Bayes classifier has the best accuracy 

for an English translation, which achieved 78.35%. 

With this research expected it can help the next research 

or another researcher to expand the dataset with a complete 

set of Qur’an and the label as was explained by the Qur’an. 
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Besides that, this method is can be used for another text 

document like Hadith or Tafseer. Next researchers can also 

compare the accuracy performance with several ensemble 

method algorithms. 
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