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Abstract— The World Health Organization (WHO) declared the COVID-19 outbreak has resulted in more than six million confirmed 

cases and more than 371,000 deaths globally on June 1, 2020. The incident sparked a flood of scientific research to help society deal 

with the virus, both inside and outside the medical domain. Research related to public health analysis and public conversations about 

the spread of COVID-19 on social media is one of the highlights of researchers in the world. People can analyze information from 

social media as supporting data about public health.  Analyzing public conversations will help the relevant authorities understand 

public opinion and information gaps between them and the public, helping them develop appropriate emergency response strategies 

to address existing problems in the community during the pandemic and provide information on the population's emotions in different 

contexts. However,  research related to the analysis of public health and public conversations was so far conducted only through 

supervised analysis of textual data. In this study, we aim to analyze specifically the sentiment and topic modeling of Indonesian public 

conversations about the COVID-19 on Twitter using the NLP technique. We applied some methods to analyze the sentiment to obtain 

the best classification method. In this study, the topic modeling was carried out unsupervised using Latent Dirichlet Allocation (LDA). 

The results of this study reveal that the most frequently discussed topic related to the COVID-19 pandemic is economic issues.  

Keywords— COVID-19; Sentiment Analysis; Topic Modeling; Machine Learning; Natural Language Processing. 
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1 INTRODUCTION 

The coronavirus disease (COVID-19) has spread rapidly 
throughout the world since it was first discovered in China. The 
World Health Organization (WHO) declared the COVID-19 
outbreak a global health emergency [1]. Based on the results of 
the COVID-19 situation report originating from the official 
WHO website on June 1, 2020, the COVID-19 outbreak has 
resulted in more than six million confirmed cases and more than 
371,000 deaths globally [2]. Research related to public health 
analysis and public conversations on the spread of COVID-19 
on social media is also one of the highlights of research globally. 
Social media can spread disinformation about the virus. It was 
fueling panic and creating the so-called infodemics [3]. 
Furthermore, social media has long been recognized as a major 
spreader of health misinformation [4]. Social media use as a 
source of information is not regulated. It can lead to health risks 
through the spread of conspiracy theory, which cause concerns 
regarding the spread of the COVID-19 conspiracy theory on 
social media [5]. Analyzing public conversation will help the 
relevant authorities understand public opinion and information 
gaps between them and the public [6], helping them develop 
appropriate emergency response strategies to address existing 
problems in the community during the pandemic [7]. Moreover, 
analyzing sentiment analysis can provide information on the 
population's emotion in different contexts [8]. 

This study aims to understand public health by analyzing the 
sentiment and topic modeling of Indonesian public 
conversations on Twitter about the COVID-19 using the NLP 
technique. We applied some methods to analyze the sentiment, 
such as Gaussian Naive Bayes, Multinomial Naïve Bayes, 
Support Vector Machine, and Random Forest, to obtain the best 
classification method. In this study, the topic modeling was 
carried out unsupervised. We applied Latent Dirichlet 
Allocation (LDA) to conducted topic modeling. 

Previous studies of public health and community 
conversations were carried out using supervised textual data 
analysis. In 2020 [9], Sear et al. analyzed the emergence and 
evolution of topics around COVID-19 on Facebook Pages using 
Latent Dirichlet Allocation (LDA). In that study, LDA was able 
to identify topics that make sense in a collection of posts from 
online communities around the vaccine and COVID-19 debates. 
It was also able to handle big data, and the prompt results were 
obtained using statistical clustering techniques, instead of having 
to rely on potentially biased, slow, and expensive human 
labeling.  

Li et al. in 2020 [6] identified and characterized situational 
information on social media during the COVID-19 pandemic 
using supervised learning Natural Language Processing (NLP) 
techniques such as the Support vector machines (SVM) method, 
Naive Bayes (NB), and Random forest (RF) to learn the types of 
unlabeled data based on labeled data. The research produced 
several situational information related to COVID-19 that could 
be used to build an effective social media-based emergency 
response program and crisis information system. In 2020 [10], 
Part et al. investigated the information transmission network and 
news-sharing behavior related to COVID-19 on Twitter in Korea 

by classifying the top news channels shared via tweet. Based on 
this research, social media network analytics were used to 
monitor public conversations and news dissemination that take 
place in real time. 

People nowadays also increasingly use emoticons in texts to 
express feelings or recapitulate their words [25]. Lwin et al., in 
2020 [11], examined the worldwide trend of four emotions (fear, 
anger, sadness, and joy) and the underlying narratives of those 
emotions from 20 million data tweets during the COVID-19 
pandemic. From this research, it can be seen that public feelings 
shifted sharply from fear to anger during the pandemic, while 
sadness and joy also emerged. Jelodar et al., in 2020 [12], 
utilized the NLP technique to classify public sentiment regarding 
COVID-19 on the Reddit platform. The study also quantified the 
polarity of COVID-19 comments regarding sentiment and 
opinion analysis. The results of these studies indicate that the 
method applied produces an accuracy of 81.15%. Samuel et al., 
in 2020 [13], identified public sentiment related to the COVID-
19 pandemic on Twitter by utilizing the machine learning (ML) 
classification method. One of the ML methods used in this study 
is the Naïve Bayes method, which provides a reliable 
classification accuracy of 91% for short Tweets. These studies 
prove that the ML-based NLP technique is proven to be used to 
analyze public perception. 

 

2 METHOD 

2.1. Tweet Data Acquisition and Preprocessing 

The data in this study were obtained from the Twitter 
streaming API between March 2 and May 8, 2020. We chose 
this date following President Joko Widodo’s announcement of 
the first two confirmed cases of COVID-19 infection on March 
2, 2020 [14]. During that time, we managed to collect 477,011 
tweets related to COVID-19 using the keywords " wabah 
COVID-19" and " virus corona". Twitter streaming API 
provides an interface to acquire a complete set of tweet 
attributes. However, in this experiment, only some attributes 
were used. Table 1 outlines the tweet attributes used in this 
research. 

Table 1. attributes of tweet data from twitter API. 

Tweet 

Attributes 

Description 

Tweet ID unique Twitter user identity 

Screen Name username of the Twitter account. 

Tweet Text a post on the social media site Twitter 

Timestamp a sequence of characters or encoded information 

identifying when a certain event occurred 

Retweet a re-posting of a Tweet 

Likes used to show appreciation for a Tweet 

 

 After data acquisition, the next step was data pre-processing. 
Generally, raw tweets contain a lot of noise, misspelled words, 
meaningless words, including various abbreviations and slang 
words. These words often disturbed the data on the sentiment 
and obstructed the classification model's performance. 
Therefore, tweets should be pre-processed before the features 
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were actually extracted. The followings are the steps of the pre-
processing: 

 Tokenization: the process of dividing a text into specific 
parts. 

 Normalization: taking text to its standard form. The general 
normalization techniques used are as follows: 
⁃ Case folding: change capital letters to lowercase 
⁃ Elimination of periods in terms. For example, S.K.M. to 

SKM 
⁃ Remove hyphens in a term. For example, health workers-

doctors to health workers doctors. 

 Cleaning: The steps in cleaning tweet data are as follows: 
⁃ Remove URL contained in the tweet 
⁃ Remove the @ sign in the username 
⁃ Remove hashtags (#) contained in the tweet 
⁃ Remove the numbers contained in the tweet 
⁃ Remove punctuation marks, such as question marks, 

exclamation points, periods, and others. 
⁃ Remove Unicode and symbols 

 Stopword Removal: remove words that are deemed 
meaningless using the stopword list. 

2.2. Sentiment Analysis 

Sentiment analysis or opinion mining is a field of study that 
analyzes people's opinions, sentiments, evaluations, judgments, 
attitudes, and emotions towards product entities, organizational 
services, individuals, issues, events, topics, and attributes [15]. 
Sentiment analysis is often referred to as subjectivity analysis, 
opinion mining, and assessment extraction with several 
relationships related to affective computing, namely computer 
recognition and emotional expression [16]. 

Different machine learning methods can be used to classify 
tweets based on sentiment polarity. The techniques used in this 
study are as follows: 

2.2.1 Gaussian Naïve Bayes: Gaussian Naïve Bayes 

algorithm makes use of the Bayes Theorem of 

conditional probability [17]. Gaussian Naïve Bayes 

is easier to use because you only need to calculate the 

mean and standard deviation of the training data. 

Classify each tweet and calculate each feature's 

probability in the tweet for each positive, negative, 

and neutral class label. Class labels are assigned to 

tweets based on the sentiment label with the most 

significant sentiment [18]. The normal distribution 

calculation is shown in Equation 1.  

𝑃(𝑥𝑖|𝑦) =
1

√2𝜋𝜎𝑦
2
exp(−

(𝑥𝑖−𝜇𝑦)
2

2𝜎𝑦
2 )  

2.2.2 Multinomial Naïve Bayes: the Naive Bayes Theorem 

is the essence of the Naive Bayes classifier, which 

uses possibilities that can then be used to classify 

data sets. Events 𝑋  and 𝑌 , calculation of the 

Multinomial Naive Bayes is shown in the Equation 

2. 

𝑃(𝑋|𝑌) =
𝑃(𝑌|𝑋).𝑃(𝑋)

𝑃(𝑌)
 

Naïve Bayes' Multinomial Classification is a 

modified version of a text-related algorithm mainly 

used for classification, taking into account different 

features such as word frequency. 

2.2.3 Support Vector Machine: SVM is a Support Vector 

Machine. It is a non-probabilistic binary linear 

classifier. For a training set of points (𝑥𝑖, 𝑦𝑖), 𝑥 is a 

feature vector, and y is the class. To determine the 

maximum margin hyperplane that divides the points 

with 𝑥𝑖 = 1 and 𝑥𝑖  = 1. The equation of the 

hyperplane is: 𝑤. 𝑥 + 𝑏 = 0 . For a data set 

consisting of features set and labels set, an SVM 

classifier builds a model to predict the classes for the 

new examples. It assigns a new case or data points to 

one of the categories [19].  

Algorithm:  

a) Define an optimal hyperplane  

b) Extend step I for nonlinearly separable 

problems  

c) Map data to high dimensional space where it is 

easy to classify with linear decision surfaces. 

2.2.4 Random Forest: Random forest classifier is an 

ensemble learning classification algorithm. It is very 

similar to the decision tree but contains a multitude 

of decision trees, and the class label is the mode 

value of the classes predicted by individual decision 

trees. This algorithm is efficient in handling large 

datasets and thousands of input variables without 

their deletion. Random forest uses majority vote and 

returns the class label with maximum votes by the 

individual decision trees. Headings, or heads, are 

organizational devices that guide the reader through 

your paper. There are two types: component heads 

and text heads [18]. The decision tree method can be 

related to a rule-based system. Some rules shows up 

in the decision tree algorithm when the training data 

file with targets and features is provided. The similar 

set rules can be utilized to exhibit the prediction on 

the test dataset [19] 

2.3. Topic Modeling 

Topic modeling is statistical-based processing to find a set of 
topics within a certain collection of text documents. Those topics 
give an intuitive syntactic representation of ideas being 
discussed along with the text document [20]. Hence, a collection 
of documents can be broken down into several categories 
according to the similarity of their topic model. In the textual 
form, the topic model is represented by a set of keywords that 
best represent certain parts of text documents. In recent years, 
topic modeling has gained wide attention in natural language and 
machine learning communities [21]. The main reason for using 

(1) 

(2) 
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topic modeling in this experiment is its flexibility and reliability 
to reveal the hidden topic within a huge number of text 
documents. Topic modeling is a robust approach to find the 
statistical correlation between words within the text corpus to 
form a syntactically sound topic represented by a set of words. 
The main objective of topic modeling is to discover the use of 
words along with the documents and how to relate them with 
other words in different segments of the document [22]. 

The basic idea of topic modeling is to find a set of words that 
frequently co-appear together within a certain range in a 
different segment of document corpus according to statistical 
measurements. From the perspective of the topic model, a 
collection of document corpus consists of a set of distinct topics, 
and every topic consists of a set of distinct words or keywords 
[23]. Furthermore, for each word in each topic, there is a 
probability distribution on how certain significant words 
contribute to constructing the semantic meaning of certain topic 
[22]. Fig. 1 is a well-known example to illustrate the topic model 
topology of text documents created by Blei [20]. From Fig. 1, 
we can see that each topic contains a set of words that have a 
certain probability that shows the significance of those words 
within the topic. Then, each document contains a set of 
terminologies that represent a set of topics. 

 

Figure 1.  A general illustration of the topic model [20] 

There are several algorithms to implement the topic 
modeling approach. One of the most widely used algorithms for 
topic modeling and being employed in this experiment is Latent 
Dirichlet Allocation (LDA). LDA is a generative probabilistic 
model that operates over the discrete data. Thus, algorithm is 
well suited to the text data [20]. From the machine learning 
perspective, LDA is categorized as an unsupervised learning 
approach since that approach automatically categorizes the 
unlabeled document into several groups according to the 
similarity of their terms probability distributions [24]. 

Topic modeling is a robust statistical-based approach to infer 
a set of topics that occurred within a text document collection. 
Nevertheless, several criteria need to be considered during the 
topic of model generation. The number of topics (k) should be 
determined at the beginning [25]. That could be a serious 
problem if there is no prior knowledge of the related documents. 
Hence, in this experiment, we iteratively generate various k-

number of topics and evaluate each experiment to determine the 
best number of k. Then, for evaluating the best number of k-
topic, we employed a metric named topic coherence. The 
coherence metric calculates how one term and another within a 
topic are statistically correlated with each other. The higher the 
correlation score, the higher the coherence. It indicates a better 
quality of the generated topic. 

 

3 RESULT AND DISCUSSION 

3.1. Sentiment Analysis 

We have performed a term weighting scheme using several 
different machine learning classifications. The evaluation 
methods used to look at the performance of the model classifier 
are precision, recall, accuracy, and F1-Score [26]. Classifier 
performance evaluation is useful to see which classification 
method has a better performance value.  

Two methods of measurement commonly used for 
classification performance analysis are “recall” and “precision”. 
Both measures are useful for feature extraction, opinion phrase 
extraction, and information retrieval [27]. Precision is the 
proportion of the relevant prediction result. Recall is the 
proportion of relevant examples correctly classified. The F1-
score is a harmonic average of precision and recall and is always 
closer to the smaller of the two—the higher the F1-score, the 
better the classifier's predictive power [28]. 

The results of the precision and recall calculations can be 
seen in Fig. 2. Fig. 2 summarizes all the classifiers' precision and 
recall using different term weighting schemes of all the datasets. 
Fig. 2 shows that the support vector machine method has the 
highest precision and recall values, namely 81%. It indicates that 
SVM is a better classifier than other classifiers. 

 
Figure 2.  Precision and recall comparison of each algorithm 

This section presents the comparative results of the accuracy 
and f1-scores of the four classification methods used. The results 
of using the four methods for COVID-19 tweet Classification 
are presented in Fig. 3. Interestingly, we found that tweets were 
correctly classified (81% accuracy) for the Support Vector 
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Machine method. Also, the SVM F1-score has the highest value 
as well. A higher F1-Score dan accuracy indicates a better 
classifier. The Naive Bayes multinomial classification method 
ranks second with an accuracy value of 74% and F1-score. In the 
third position is the Random Forest method with an accuracy 
value of 68% and an f1-score of 67%. The fourth position is the 
Gaussian Naive Bayes classification method with an accuracy 
value of 65% and an f1-score of 63%. Based on the results of the 
accuracy value and F1-score, the method that will then be used 
to classify the polarity of sentiments related to COVID-19 tweets 
is the Support Vector Machine. Similar to our analysis results, 
several studies have shown that the Support Vector Machine 
provides more accurate results than other methods [29], 
[30],[31]. 

After obtaining the best classification method, the next step 
was to classify sentiments. Sentiment classification objectives 
had been set, namely, positive and negative sentiments. The 
classification model that had been made during the training stage 
was used to classify it. All tweets about the COVID-19 were 
labeled as sentiments automatically. Sentiment classification 
results can be seen in Fig. 4. 

 

Figure 3.  Accuracy and F1-score comparison of each algorithm 

Analysis of Twitter data in this study displays positive and 
negative sentiments of tweets related to the COVID-19, as 
shown in Fig. 4. The tweets used in this study were taken when 
the new COVID-19 began to spread in Indonesia. The public 
comments mostly on the pros and cons of government policies 
related to large-scale social restrictions. The sentiment analysis 
results show that constant public sentiment for three months 
tends to be negative regarding the COVID-19. Negative 
sentiment has an average percentage of above 60% in three 
months, while positive sentiment has a rate of 36% to 40%. It 
can be seen that even though negative tweets have a higher 
percentage of positive tweets, but the tendency of negative 
tweets to have a decrease in number every month. At the same 
time, positive tweets tend to increase every month. This 
indicates a slight change in people's perceptions regarding 
COVID-19 from being negative to positive. 

 

 

Figure 4.  Positive and negative sentiment comparison by month 

3.2. Topic Analysis 

As mentioned in the previous part, topic modeling in our 
experiment was divided into two parts. The first part was 
constructing the LDA model, consisting of a higher number of 
topics that sound statistically. Then by using lexical similarity, 
we further grouped the topics with similar words/terms. For the 
first stage of topic modeling, we determined the best number of 
k-topic for our LDA model. To this objective, we calculated a 
topic coherence of the various number of k-topic iteratively. Fig. 
5 depicts the coherence scores in various initial number of topic. 
In this experiment, we tried to generate 1 to 60 topics from our 
corpus. From Fig. 5, it can be seen that the coherence score 
significantly increased after reaching 15 topics. Then, it goes up 
and down until 60 topics. The coherence score reaches the peak 
in the graphic at 59 topics. Thus, we can determine that the 
best k is 59 topics. We then focused on this number for further 
analysis. 

 

 
 

Figure 5.  Coherence score of each number of topics 

To better understand the structure of the words constructing 
every topic on the topic model, we then visualized the distance 
map of those 59 topics. This visualization gave an insight into 
how topics related to each other based on their shared 
terms/words. Fig. 6 shows the distance map of the 59 topics 
generated by the LDA algorithm over the document corpus used 
in this experiment. On Fig. 6, we can see that several topics have 
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some distance from each other, and some other topics are 
overlapped with another. The overlapped topic shows that there 
are similar words that construct different topics. This 59 k-topics 
with the visualization in Fig. 6 are the result of the first two 
stages of topic modeling employed in this research. 

 

Figure 6.  Term clusters visualization resulted by LDA 

The first stage of topic modeling has been described in the 
previous paragraph, which is to determine the best number of k-
topics for the LDA model. The second stage of topic modeling 
is to combine overlapping topics into one larger topic. The basic 
idea of topic representation in LDA is a topic consisting of a set 
of words. Therefore, overlapping topics will generally share a 
few words in their representation. Instead of manually selecting 
overlapping topics based on visualizations, we used binary 
cosine similarity to define aggregate topics. Thus, topics that 
share the most keywords in their topic representation will have 
a high similarity score and are considered similar topics. Based 
on Fig. 6, we can see that topics that have a long distance 
between topics mean that these topics have no relationship. 
However, topics with close or even overlapping distances 
between topics mean that these topics have relationship or may 
have similar topic themes. Table 2 summarizes the topic 
categories of the aggregation process as a result of the second 
phase of topic modeling in this study. 

Table 2 shows that the topic aggregation process in stage two 
of the topic modeling work in this study resulted in six categories 
of topics. Each topic generated consists of several sets of words 
that have different occurrence weights. Topics that have the 
same occurrence of words are considered to have the same topic 
category,  we can see which words are the most significant in 
building a topic category. This method helps to distinguish 
topics that can be interpreted semantically and topics that are the 
result of human interpretation [32]. Based on the similarity of 
the occurrence of words in the 59 topics, six categories of topics 
were obtained as shown in Table 2 of the topic description 
column. The topic distance map illustrates how many topics can 
be grouped by proximity. Of the six topic categories, two of 
them have a dominant share with more than one hundred 

thousand related tweets. The other two accounted for a fraction 
with some related tweets under thirty thousand. Fig. 7 shows the 
overall proportion of all topic categories. 

Based on the proportion illustrated in Fig. 7, topic category 
5 is the highest rate issue discussed by an Indonesian citizen. 
Table 2 shows that topic category 5 contains approximately 114 
thousand tweets that mainly talk about the economic impact of 
COVID-19 pandemics. The second biggest issue Indonesian 
citizens talk about on Twitter is the policy on lockdown (topic 
category 1) with more than a hundred thousand tweets or 23% 
of total tweets acquired. These top 2 topic categories are related 
to each other, in which lockdown policy will immediately affect 
Indonesian citizen's economic situation. In terms of any policy 
taken by either central and local government, this topic also gain 
a lot of attention from Indonesian Twitter users with more than 
86 thousand tweets. That issue (topic category 2) is placed in 
the fourth rank with a 19% related tweet from all acquitted 
tweets within our datasets.  

Table 2. List of Topic Identified from LDA Term Clusters. 

Topic 

Category 

Associated 

LDA Term 

Cluster 

Topic Description 

Number 

of 

Tweet 

Category 1 20,27,31,41 
Citizen response to lockdown 

and access restriction option 

101,268 

 

Category 2 5,16 

Citizen opinion to policy and 

action taken by local 

government in general 

86,104 

 

Category 3 10,21,26,36 

Citizen conversation about 

health protocol to prevent the 

spread of corona virus 

95,946 

 

Category 4 53 

Public appeal on the 

importance of educating people 

on how to respond to COVID-

19 pandemics 

24,765  

 

Category 5 

1,2,4,6,7,8,

9,11,12,13,

14,15,17,18

,19,22,23,2

4,25,28,29,

30,32,33,34

,35,37,38,3

9,40,42,43,

44,45,46,47

,48,49,50,5

1,52,53,54,

55,56,57,58

,59 

Citizen story about the 

economic impact which already 

occurred 

114,571 

Category 6 3 

Public appeal to society in 

order to have better awareness 

to surrounding environment 

27,788  

 

 
The third highest issue discussed by Indonesian citizens on 

Twitter related to COVID-19 pandemics is the health protocol 
to prevent the spread of COVID-19 (topic category 3) with 
more than 95 thousand tweets (21%). The next issues in topic 
category six and topic category four consecutively construct the 
bottom two outlined in Table II in terms of the number of 
tweets. Topic category six talks about how citizens post a 
campaign to encourage people to be more aware of their 
surrounding environment to tackle the spread of the virus. This 
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topic is related to topic 4 in which people on Twitter try to 
educate society about COVID-19. 

 
Figure 7.  Proportion of tweets associated with each topic 

3.3. Sentiment Analysis over Topic Category 

In this section, we outlined the sentiment in each topic, 
which is already mentioned in the previous part of this paper, to 
complete the perspective of analysis. Fig. 8 outlines the 
sentiment proportion of each topic. From Fig. 8, it can be easily 
pointed out that almost all topics have a bigger portion of tweets 
with a negative tone rather than non-negative (positive 
sentiment). From six topics, only topic category six has more 
tweets with non-negative sentiment, while the rest has a 
negative tweet as the majority. If we look at Table III, topic 
category six discusses the public appeal to society to have a 
better awareness of the surrounding environment. Most tweets 
in this topic category tend to educate society with positive 
words to raise a better engagement in the environmental 
awareness campaign to prevent the spread of the COVID-19.  

The rest of the topic other than that of category six is mostly 
interpreted in negative forms. The two biggest issues related to 
COVID-19 pandemics (topic category 1 and 5) are related to 
the immediate impact of COVID-19 pandemics on the 
economic aspect of Indonesian citizens. This economic issue is 
considered as the most crucial factor in Indonesian lives. Hence, 
since COVID-19 has a negative impact on their financial and 
economic situation, most of the economic-related conversation 
mostly delivered in negative interpretations. Topic three, which 
discusses the government policy in response to the COVID-19 
pandemic, also has a bigger portion of negative sentiment. In 
topic three, Indonesian Twitter users tend to relate the 
government policy with the negative impact on the economy. A 
negative sentiment is not only dominant in economic-related 
conversation on Twitter but also in conversation about health. 
In categories three and four, the negative tweets point to a group 
of citizens who did not obey the health protocols defined by the 
government. 

 
Figure 8.  Sentiment proportion of each topic 

Referring to the research objectives that have been 
described in the introduction section, this study has been 
successful in analyzing public health, topic modeling of 
Indonesian public conversations about the COVID-19 
pandemic on Twitter, and sentiment over the topic category. 
This study revealed the dominant topic related to the COVID-
19 and discovered the sentiment of each topic. 

 

4 CONCLUSION 

In this paper we addressed a number of issues discussed by 
Indonesian citizens on Twitter and revealed the corresponding 
sentiment related to COVID-19 pandemics. We collected a 
large number of tweets posted by Indonesian Twitter users and 
analyze those tweets with text mining and machine learning 
approach. We used four machine learning algorithms to identify 
sentiment. We then figured out the topics contained within our 
corpus datasets with statistical approach named Latent Dirichlet 
Allocation. The results from those machine learning and 
statistical approach are interpretable and understandable. On the 
third section, we discussed the successfully identified issue or 
topic category. From the discussion, we can conclude that most 
of Indonesian citizens, based on the Twitter data, have a bigger 
concern on economic issue rather than health-related issue. 
When they talked about government policy, the main concern 
was also on economic aspect rather than health aspect. Hence, 
there is an urgency for government or other responsible parties 
to increase the COVID-19 prevention campaign efforts, 
specifically to raise the level of awareness of Indonesian 
citizens on health aspect. 
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